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Enumerations of Permutations by Circular Descent Sets

Hungyung Chang, Jun Ma* and Jean Yeh

Abstract. The circular descent of a permutation σ is a set {σ(i) | σ(i) > σ(i + 1)}.
In this paper, we focus on the enumerations of permutations by the circular descent

set. Let cdesn(S) be the number of permutations of length n which have the circular

descent set S. We derive the explicit formula for cdesn(S). We describe a class of

generating binary trees Tk with weights. We find that the number of permutations

in the set CDESn(S) corresponds to the weights of Tk. As a application of the main

results in this paper, we also give the enumeration of permutation tableaux according

to their shape.

1. Introduction

Throughout this paper, let [m,n] := {m,m + 1, . . . , n}, [n] := [1, n] and Sn be the set

of all the permutations in the set [n]. We will write permutations σ of Sn in the form

σ = (σ(1)σ(2) · · ·σ(n)). We say that a permutation σ has a circular descent of value σ(i)

if σ(i) > σ(i + 1). The circular descent set of a permutation σ, denoted CDES(σ), is

the set {σ(i) | σ(i) > σ(i + 1)}. For example, the circular descent set of σ = (48632517)

is {8, 6, 5, 3}. For any S ⊆ [n], we define a set CDESn(S) as CDESn(S) = {σ ∈ Sn |
CDES(σ) = S} and use cdesn(S) to denote the number of the permutations in the set

CDESn(S), i.e., cdesn(S) = |CDESn(S)|. First, for any n ≥ 2 and S ⊆ [n], we prove that

the necessary and sufficient condition for CDESn(S) 6= ∅ is 1 /∈ S. The main results in

this paper are as follows:

Theorem 1.1. Suppose that S = {s1, s2, . . . , sk} ⊆ [n] with s1 > s2 > · · · > sk > 1. Let

di(S) = si − si+1 for all i ∈ [k − 1] and dk(S) = sk − 1. Then

cdesn(S) =
∑

x1,...,x|S|∈{0,1}

(−1)|S|−
∑|S|

j=1 xj

|S|∏
i=1

(
1 +

i∑
j=1

xi

)di(S)

for each positive integer n and S ⊆ [2, n].
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1304 Hungyung Chang, Jun Ma and Jean Yeh

The concept of generating trees has been introduced in the literature by Chung, Gra-

ham, Hoggat and Kleiman in [1] to examine Baxter permutations. There are closed rela-

tions between the generating trees and many combinatorial models. Also we describe a

class of generating binary trees Tk with weights. We find that the number of permutations

in the set CDESn(S) corresponds to the weights of Tk.

Postnikov [13] and Williams [16] mentioned the conceptions of permutation tableau

when they studied the enumeration of the totally positive Grassmannian cells. Surpris-

ingly, there are the closed connections between permutation tableaux and a statistical

physics model called the Partially Asymmetric Exclusion Process [2, 4, 5].

Following [15], we give the definition of the permutation tableau as follows. Recall

that a partition λ = (λ1, . . . , λk) is a weakly decreasing sequence of non-negative integers.

For a partition λ, which
∑
λi = m, the Young diagram Yλ of Shape λ is a left-justified

diagram of m boxes, with λi boxes in the i-th row.

Define a permutation tableau T kn to be a partition λ such that Yλ is contained in a

k × (n − k) rectangle, together with filling of the boxes of Yλ with 0’s and 1’s such that

the following properties hold:

(1) Each column of the rectangle contains at least one 1.

(2) There is no 0 which has a 1 above it in the same column and a 1 to its left in the

same row.

The partition λ is called the shape of the permutation tableau T kn . Using a bijection

I in [3], as an application of the main results, we give the enumeration of permutation

tableaux according to their shape.

A weak excedance of a permutation σ is a value σ(i) such that σ(i) ≥ i. In this

situation, the index i (resp. σ(i)) is called a weak excedance bottom (resp. top) of σ.

Obviously, non-weak excedance bottom and non-weak excedance top can be defined in

terms of i and σ(i) such that σ(i) < i. Furthermore, for any σ ∈ Sn, the non-weak

excedance bottom set of a permutation σ, denoted by NWEXB(σ), as NWEXB(σ) = {i |
σ(i) < i}. For any S ⊆ [n], define a set NWEXBn(S) as NWEXBn(S) = {σ ∈ Sn |
NWEXB(σ) = S} and use nwexbn(S) to denote the number of the permutations in the

set NWEXBn(S), i.e., nwexbn(S) = |NWEXBn(S)|.
There are closed relation between nwexbn(S) and the Genocchi numbers. The study

of Genocchi numbers and their combinatorial interpretations has received much attention

[6–12, 14]. Particularly, Michael Domartzki [6] give the definition of k-th generalized

Genocchi numbers {G(k)
2n }n≥1 as follows:

Let A
(k)
n+1(X) be the following Gandhi polynomial in X:

A
(k)
0 (X) = 1 and A

(k)
n+1(X) = XkA(k)

n (X + 1)− (X − 1)kA(k)
n (X), ∀n ≥ 0.
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Enumerations of Permutations by Circular Descent Sets 1305

Define k-th generalized Genocchi numbers {G(k)
2n }n≥1 by G

(k)
2n = A

(k)
n−1(1). In [8], Dumont

has given several interpretations of the usual Genocchi numbers G
(2)
2n in terms of permu-

tations. Michael Domartzki [6] concluded that the number of permutations σ of [kn] such

that σ(i) ≥ i if and only if σ(i) ≡ 0 (mod k) is equal to G
(k)
2n+2. As another direct appli-

cation of the main results in this paper, we give the enumeration of permutations by the

non-weak excedance bottom set. This generalizes the results in [6].

We organize this paper as follows. In Section 2, we will give the proof of the main

theorem. In Section 3, we will associate circular descent sets to a generating binary tree.

In Section 4, we give some applications of the main theorem of this paper. We enumerate

permutation tableaux according to their shape. We also counting the number of the

permutations by the non-weak excedance bottom set.

2. The proof of the main result

In this section, we will give the proof of Theorem 1.1. We will derive some recursions and

consider the generating function for the sequence cdesn(S) as well. We start with some

definitions. For any σ ∈ Sn, let τ = σ(i1)σ(i2) · · ·σ(ik) be a subsequence of σ and “red”

be the increasing bijection from {σ(i1), σ(i2), . . . , σ(ik)} to [k]. Define the reduction of the

subsequence τ , denote red(τ), as red(σ(i1)) red(σ(i2)) · · · red(σ(ik)). For any S ⊆ [2, n],

define a set δ(S) as δ(S) = {s− 1 | s ∈ S}, clearly, δ(S) ⊆ [n− 1]. First, we easily obtain

the following lemma.

Lemma 2.1. Let n ≥ 1 and S ⊆ [n]. Then CDESn(S) 6= ∅ if and only if 1 /∈ S.

Proof. Note that it is impossible for the letter 1 to be a circular descent. For any S ⊆
[2, n], suppose that S = {i1, . . . , ik}, where i1 < i2 < · · · < ik. Let T = [n] \ S =

{1, j1, . . . , jn−k−1}, where 1 < j1 < · · · < jn−k−1. Then (ik, ik−1, . . . , i1, 1, j1, . . . , jn−k−1)

∈ CDESn(S).

Lemma 2.2. Suppose that n is a positive integer with n ≥ 2 and S ⊆ [2, n]. Let i =

min(S). Then

cdesn(S) = cdesn(S ∪ {i− 1} \ {i}) + cdesn−1(δ(S)) + cdesn−1(δ(S) \ {i− 1}).

Proof. Let T1 be a set of the permutations σ in the set CDESn(S) such that i and i − 1

are not adjacent in σ, i.e., T1 = {σ ∈ CDESn(S) | |σ−1(i) − σ−1(i − 1)| ≥ 2}. Let T2

(resp. T3) be a set of the permutations σ in the set CDESn(S) such that the position of

i − 1 (resp. i) is exactly the left of i (resp. i − 1), i.e., T2 = {σ ∈ CDESn(S) | σ−1(i) =

σ−1(i− 1) + 1} (resp. T3 = {σ ∈ CDESn(S) | σ−1(i− 1) = σ−1(i) + 1}). Furthermore, let

S1 = S ∪ {i − 1} \ {i}, S2 = δ(S) and S3 = δ(S) \ {i − 1}. To obtain the results of the

This content downloaded from 
�����������140.127.42.133 on Sat, 27 Jan 2024 09:42:45 +00:00����������� 

All use subject to https://about.jstor.org/terms



1306 Hungyung Chang, Jun Ma and Jean Yeh

lemma, it is sufficient to give bijections from T1 to CDESn(S1), T2 to CDESn−1(S2) and

T3 to CDESn−1(S3), respectively. We discuss the following two cases.

Case 1: The bijection from T1 to CDESn(S1). For any σ ∈ T1, we exchange the

positions of i and i − 1 in σ and denote the obtained permutation by τ . Suppose that

σ(j) = i and σ(k) = i − 1. Then i − 1 /∈ S implies that either σ(k + 1) > i or k = n. It

is easy to check σ(j + 1) < i− 1 since i and i− 1 are not adjacent in σ. Hence, the letter

i− 1 is a circular descent in τ . Similarly, we may prove that it is impossible for the letter

i to be a circular descent in τ . Obviously, this is a bijection.

Case 2: The bijection φ from T2 to CDESn(S2). First, we claim that T2 = ∅ if i = 2.

Otherwise, the letter 2 can’t be a circular descent since the position of 1 is exactly at the

left of 2. Note that 2 ∈ S implies 1 ∈ S2. Lemma 2.1 tells us that CDESn−1(S2) = ∅.
When i ≥ 3, we delete the letter i from σ and denote the obtained subsequence as τ . Let

φ(σ) = red(τ). Suppose σ(j) = i. Then σ(j + 1) < i − 1 since the position of i − 1 is

exactly at the left of i. Hence, i−1 is a circular descent of φ(σ) and φ(σ) ∈ CDESn−1(S2).

Conversely, for any τ ∈ CDESn−1(S2), we increase each of the letters larger than i− 1 by

1 and insert the letter i behind i− 1. Denote the obtained sequence as φ−1(τ). Suppose

that τ(j) = i− 1. Then τ(j + 1) < i− 1 since i− 1 is a circular descent of τ . This implies

φ−1(τ) ∈ T2, hence, φ is a bijection from T2 to CDESn(S2).

The bijection from T3 to CDESn(S3) is similar to Case 2. The proof is completed.

Corollary 2.3. Suppose that n is a positive integer with n ≥ 3 and S ⊆ [3, n]. Then

cdesn(S ∪ {2}) = cdesn−1(δ(S)).

Proof. For any σ ∈ CDESn(S ∪ {2}), the position of the letter 2 have to be exactly at

the left of 1 in σ. Let T3 be defined as that in Lemma 2.2. Then CDESn(S ∪ {2}) = T3.

Hence, cdesn(S ∪ {2}) = cdesn−1(δ(S ∪ {2}) \ {1}) = cdesn−1(δ(S)).

Lemma 2.4. Suppose that n is a positive integer with n ≥ 2 and S ⊆ [2, n]. Let j =

max(S). Then

(1) cdesj(S) = cdesn(S) for each integer n ≥ j.

(2) cdesn(∅) = 1 for each positive integer n.

Proof. For any σ ∈ CDESn(S), since the letters j + 1, . . . , n are not circular descents of

σ, we have σ(k) = k for all k ∈ [j + 1, n]. This implies cdesn(S) = cdesj(S). Similarly, we

have cdesn(∅) = 1.

Lemma 2.5. Suppose that n is a positive integer with n ≥ 2. Then cdesn({n}) = 2n−1−1.
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Enumerations of Permutations by Circular Descent Sets 1307

Proof. Let A = {σ(t) : t < σ−1(n)} and B = {σ(t) : t > σ−1(n)}. Then B 6= ∅ since

n is the circular descent of σ. Furthermore, the elements of A and B form a increasing

subsequence of σ respectively since n is the unique circular descent. For each letter j 6= n,

the position of j has two possibilities at the left or right of n. Therefore, cdesn({n}) =

2n−1 − 1 since B 6= ∅.

In the next lemma, we will derive another recursion for the sequence cdesn(S).

Lemma 2.6. Suppose that n is a positive integer with n ≥ 3 and S ⊆ [2, n− 1]. Then

cdesn(S ∪ {n}) = (n− 1− |S|) cdesn−1(S) +
∑

i∈[n−1]\S

cdesn−1(S ∪ {i}).

Proof. It is clear that i < n. For each σ ∈ Sn−1, we may extend σ to be a permutation

of Sn by inserting n into σ. It is easy to see that there are n − 1 − |S| ways to insert

n such that the set of circular descent of the new permutation is S ∪ {n}. For any

i ∈ [n−1]\S and σ ∈ CDESn−1(S∪{i}), if we place the letter n after i then the resulting

permutation has the set S ∪ {n}. So we have cdesn(S ∪ {n}) = (n− 1− |S|) cdesn−1(S) +∑
i∈[n−1]/S cdesn−1(S ∪ {i}).

For any S ∈ [2, n], suppose S = {i1, i2, . . . , ik}, let xS stand for the monomial

xi1−1xi2−1 · · ·xik−1; particularly, let x∅ = 1. Given n ≥ 2, we define a generating function

gn(x1, x2, . . . , xn−1; y) =
∑
σ∈Sn

xCDES(σ)y
|CDES(σ)|.

We also write gn(x1, x2, . . . , xn−1; y) as gn for short. We call it circular descent polynomial.

Corollary 2.7. Let n be a positive integer with n ≥ 2 and gn =
∑

σ∈Sn
xCDES(σ)y

|CDES(σ)|.

Then gn satisfies the following recursion:

gn+1 = (1 + nxny)gn + xn

n−1∑
i=1

∂gn
∂xi
− xny2

∂gn
∂y

for all n ≥ 2 with initial condition g2 = 1+x1y, where the notation ∂gn/∂y denotes partial

differentiation of gn with respect to y.

Proof. Obviously, g2 = 1+x1y and
∑

σ∈Sn
xCDES(σ)y

|CDES(σ)| =
∑

S⊆[2,n] cdesn(S)xSy
|S|.

Hence,

gn+1 =
∑

S⊆[2,n+1]

cdesn+1(S)xSy
|S|

=
∑

S⊆[2,n+1],n+1∈S

cdesn+1(S)xSy
|S| +

∑
S⊆[2,n+1],n+1/∈S

cdesn+1(S)xSy
|S|
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1308 Hungyung Chang, Jun Ma and Jean Yeh

=
∑

S⊆[2,n]

[
(n− |S|) cdesn(S) +

∑
i∈[2,n]\S

cdesn(S ∪ {i})
]
xSxny

|S|+1 + gn

=
∑

S⊆[2,n]

∑
i∈[2,n]\S

cdesn(S ∪ {i})xSxny|S|+1

−
∑

S⊆[2,n]

|S| cdesn(S)xSxny
|S|+1 + (1 + nxny)gn.

Note that
∂gn
∂y

=
∑

S⊆[2,n]

|S| cdesn(S)xSy
|S|−1

and ∑
S⊆[2,n]

∑
i∈[2,n]\S

cdesn(S ∪ {i})xSxny|S|+1 =
∑

S⊆[2,n],S 6=∅

cdesn(S)xny
|S|
∑
i∈S

xS
xi−1

= xn

n−1∑
i=1

∂gn
∂xi

.

Therefore,

gn+1 = (1 + nxny)gn + xn

n−1∑
i=1

∂gn
∂xi
− xny2

∂gn
∂y

.

By computer search, we obtain the values of cdesn(S) for all 2 ≤ n ≤ 5 and S ⊆ [2, n].

Here we list the generating function gn for 2 ≤ n ≤ 5:

g2 = 1 + x1y,

g3 = 1 + x1y + 3x2y + x1x2y
2,

g4 = 1 + x1y + 3x2y + x1x2y
2 + 7x3y + 3x1x3y

2 + 7x2x3y
2 + x1x2x3y

3,

g5 = 1 + x1y + 3x2y + x1x2y
2 + 7x3y + 3x1x3y

2 + 7x2x3y
2 + x1x2x3y

3

+ 15x4y + 7x1x4y
2 + 17x2x4y

2 + 3x1x2x4y
3 + 31x3x4y

2

+ 7x1x3x4y
3 + 15x2x3x4y

3 + x1x2x3x4y
4

Proof of Theorem 1.1. Let k = |S|. First, by induction on k. For convenience, we let

Rk(S;x1, . . . , xk) = (−1)k−x1−···−xk
k∏
j=1

(1 + x1 + · · ·+ xj)
dj(S).

By Lemma 2.4(1), we may always suppose n ∈ S. When k = 1,

cdesn(S) =
∑

x1∈{0,1}

(−1)1−x1(1 + x1)
n−1 = 2n−1 − 1.
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Enumerations of Permutations by Circular Descent Sets 1309

By Lemma 2.5, the theorem holds when k = 1. Now, assume that the theorem holds for

k′ ≤ k, i.e.,

cdesn(S) =
∑

x1,...,xk′∈{0,1}

Rk′(S;x1, . . . , xk′).

We consider the case with k′ = k + 1. If sk+1 = 2, then let S′ = S \ {sk+1}. Corol-

lary 2.3 tells us that cdesn(S) = cdesn(S′ ∪ {2}) = cdesn−1(δ(S
′)). Furthermore, we have

dj(δ(S
′)) = dj(S) for any j ∈ [k] and dk+1(S) = 1. Note that |δ(S′)| = k. So,

Rk+1(S;x1, . . . , xk, 1) = Rk(δ(S
′);x1, . . . , xk)

(
2 +

k∑
i=1

xi

)
,

Rk+1(S;x1, . . . , xk, 0) = −Rk(δ(S′);x1, . . . , xk)
(

1 +

k∑
i=1

xi

)
.

Therefore,

Rk+1(S;x1, . . . , xk, 1) +Rk+1(S;x1, . . . , xk, 0) = Rk(δ(S
′);x1, . . . , xk).

By the induction hypothesis, we have

cdesn(δ(S′)) =
∑

x1,...,xk∈{0,1}

Rk(δ(S
′);x1, . . . , xk).

Hence,

cdesn(S) = cdesn(δ(S′))

=
∑

x1,...,xk∈{0,1}

Rk(δ(S
′);x1, . . . , xk)

=
∑

x1,...,xk∈{0,1}

[Rk+1(S;x1, . . . , xk, 1) +Rk+1(S;x1, . . . , xk, 0)]

=
∑

x1,...,xk+1∈{0,1}

Rk+1(S;x1, . . . , xk+1).

So, the theorem holds for k′ = k + 1 and minS = 2.

Let i = minS. Now, by induction on i again. Suppose the theorem holds for k′ = k+1,

i′ = minS′ and 2 ≤ i′ ≤ i. Suppose minS = i + 1. Let the sets Sj be defined as that in

Lemma 2.2 for j = 1, 2, 3. It is easy to obtain that dj(S1) = dj(S2) = dj(S3) = dj(S) for

any j ∈ [k − 1], dk(S1) = dk(S) + 1, dk+1(S1) = dk+1(S2) = dk+1(S)− 1, dk(S2) = dk(S),

and dk(S3) = dk(S) + dk+1(S)− 1. Hence, we have

Rk+1(S1;x1, . . . , xk+1) = Rk+1(S;x1, . . . , xk+1)

(
1 +

k∑
j=1

xj

)(
1 +

k+1∑
j=1

xj

)−1
,
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1310 Hungyung Chang, Jun Ma and Jean Yeh

Rk+1(S2;x1, . . . , xk+1) = Rk+1(S;x1, . . . , xk+1)

(
1 +

k+1∑
j=1

xj

)−1
,

Rk(S3;x1, . . . , xk) = −
(

1 +
k∑
j=1

xj

)−1
Rk+1(S;x1, . . . , xk, 0).

Note that

Rk+1(S;x1, . . . , xk+1)−Rk+1(S1;x1, . . . , xk+1)−Rk+1(S2;x1, . . . , xk+1)

= Rk+1(S1;x1, . . . , xk+1)

1−
(

1 +

k∑
j=1

xj

)(
1 +

k+1∑
j=1

xj

)−1
−
(

1 +

k+1∑
j=1

xj

)−1
=

xk+1 − 1

1 + x1 + · · ·+ xk+1
Rk+1(S;x1, . . . , xk+1).

Since min(S1) = min(S2) = i, |S3| = k, by the induction hypothesis, we have

cdesn(S1) =
∑

x1,...,xk+1∈{0,1}

Rk+1(S1;x1, . . . , xk+1),

cdesn−1(S2) =
∑

x1,...,xk+1∈{0,1}

Rk+1(S2;x1, . . . , xk+1),

cdesn−1(S3) =
∑

x1,...,xk∈{0,1}

Rk(S3;x1, . . . , xk).

It is easy to check that∑
x1,...,xk+1∈{0,1}

Rk+1(S;x1, . . . , xk+1)− cdesn(S1)− cdesn−1(S2)

=
∑

x1,...,xk+1∈{0,1}

xk+1 − 1

1 + x1 + · · ·+ xk+1
Rk+1(S;x1, . . . , xk+1)

=
∑

x1,...,xk∈{0,1}

− 1

1 + x1 + · · ·+ xk
Rk+1(S;x1, . . . , xk, 0)

=
∑

x1,...,xk∈{0,1}

Rk(S3;x1, . . . , xk)

= cdesn−1(S3).

So,
∑

x1,...,xk+1∈{0,1}Rk+1(S;x1, . . . , xk+1) = cdesn(S1) + cdesn−1(S2) + cdesn−1(S3).

By Lemma 2.2, we have cdesn(S) = cdesn(S1) + cdesn−1(S2) + cdesn−1(S3). Hence,

cdesn(S) =
∑

x1,...,xk+1∈{0,1}

Rk+1(S;x1, . . . , xk+1).

This complete the proof.
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Enumerations of Permutations by Circular Descent Sets 1311

3. Circular descent sets and generating trees

In this section we will associate circular descent sets to a generating binary tree. We

consider the generating binary tree as follows:

root : (1) and rule : (k)→ (k)(k + 1).

This means first that the root has label (1), and then for all k, any node labeled (k) will

have 2 descendants and they will have the labels (k), (k+1). We denote the obtained tree

by T . For any vertex v, there exists a unique path Pv connecting v and the root. Define

the height of v to be the number of the edges in Pv. If {w, v} is an edge of T and the

height of a vertex w is less than the height of v, then we say w is the father of f (resp. v

is a child of w), denoted by w = f(v) (resp. v ∈ c(w)).

Suppose E(T ) is the edge set of T . Define the edge weight function of T , denoted

ew, as ew({w, v}) = (−1)1−k+l, where (k) and (l) are the labels of the vertices v and w

respectively, for any {w, v} ∈ E(T ) with w = f(v). Clearly, k − l ∈ {0, 1}. Given an

infinite sequence ~d = (d1, d2, . . . , dj , . . .) of integers, we define the vertex weight function

of T , denoted vw~d, as vw~d(v) = kdj , where (k) is the labels of the vertex v and j is the

height of v, for any non-root vertex v, and vw(v) = 1 if v is the root. For any v ∈ V (T ),

recall that there exists a unique path Pv connecting v and the root. We define the weight

ω~d(Pv) of Pv as ω~d(Pv) =
∏
u∈V (Pv)

vw~d(u)
∏
e∈E(Pv)

ew(e). For a fixed k ≥ 1, let Tk be

the subgraph of T induced by the vertices with height less or equal to k and Leaf(Tk) the

set of the leaves of Tk. Define the wight ω~d(Tk) of Tk as follows:

ω~d(Tk) =
∑

v∈Leaf(Tk)

ω~d(Pv) =
∑

v∈Leaf(Tk)

∏
u∈V (Pv)

vw~d(u)
∏

e∈E(Pv)

ew(e).

Theorem 3.1. Let k ≥ 1 and ~d = (d1, . . . , dk) be a sequence of nonnegative integers.

Then

ω~d(Tk) =
∑

x1,x2,...,xk∈{0,1}

(−1)k−
∑k

i=1 xi

k∏
i=0

(
1 +

i∑
j=1

xj

)di
.

Proof. Use D to denote the set of all the k-tuples (x1, . . . , xk) such that xi ∈ {0, 1}.
First, we establish a bijection θ from Leaf(Tk) to D. For any v ∈ Leaf(Tk), let Pv be

the unique path connecting v and the root. Suppose that Pv = w0w1 · · ·wk. Then w0

is the root and wk = v. Let xi be the difference of the labels of wi and wi−1 for any

i ∈ [k] and θ(v) = (x1, . . . , xk). It is easy to obtain xi ∈ [0, 1] for any i ∈ [k] by the

construction of the generating binary tree T . Therefore, θ(v) ∈ D. Conversely, for any

(x1, . . . , xk) ∈ D, let w0 = 1 and the label of wi is the sum of the label of wi−1 and

xi for any i ∈ [k]. Equivalently, the label of wi is 1 +
∑i

j=1 xi for all i ∈ [0, k]. So,
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1312 Hungyung Chang, Jun Ma and Jean Yeh

θ−1((x1, . . . , xk)) = wk ∈ Leaf(Tk). Hence, θ is a bijection from Leaf(Tk) to D. Moreover,

for any v ∈ Leaf(Tk), we have

ω~d(Pv) =
∏

u∈V (Pv)

vw~d(u)
∏

e∈E(Pv)

ew(e)

=
k∏
i=1

(
1 +

i∑
j=1

xj

)di k∏
i=1

(−1)1−xi

= (−1)k−
∑k

i=1 xi

k∏
i=1

(
1 +

i∑
j=1

xj

)di
,

where (x1, . . . , xk) = θ(v). Hence,

ω~d(Tk) =
∑

x1,x2,...,xk∈[0,1]

(−1)k−
∑k

i=1 xi

k∏
i=1

(
1 +

i∑
j=1

xj

)di
.

Corollary 3.2. Suppose that n ≥ 2 and S ⊆ [2, n]. Let ~d = (d1(S), . . . , d|S|(S)). Then

ω~d(T|S|) = cdesn(S).

For each k ≤ n, consider the polynomial gn,k(x) =
∑

σ∈Sn,|CDESn(σ)|=k xCDESn(σ). We

call it the circular descent polynomial with size k. It is clear that gn =
∑k

i=0 gn,ky
k. Let

Dk,n = {(d1, . . . , dk) : d1+ · · ·+dk = n−1, di > 0 for all i ∈ [k]}. We define τ is a mapping

from Dk,n to [2, n] as τ(D) = {1 + d1, . . . , 1 + d1 + · · ·+ dk} for each D ∈ Dk,n. We have

the following corollary.

Corollary 3.3. gn,k(x) =
∑

D∈Dn,k
ω(Tk)xτ(D) and gn(x, y) =

∑n
k=0

(∑
D∈Dn,k

ω(Tk)

xτ(D)

)
yk.

In the final of this section, we will give a example to show the relation between cdesn(S)

and ω~d(Tk)). Suppose k = 2, n = 1 + d1 + d2, d = {d1, d2} and S = {1 + d1, 1 + d1 + d2}.
The weight ωd(T2) with respect to d is Figure 3.1. Therefore, ω~d(T2) = 3d22d1 − 2d2+d1 −
2d21d1 + 1d1+d2 . By Theorem 1.1, we have ω~d(T2) = cdesn(S).

1

2
d1

-1
d1

3
d2

d2
-1

d2
2

d2
-2

Figure 3.1: The weight of the generating binary tree T2.
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Enumerations of Permutations by Circular Descent Sets 1313

4. Some applications of the main theorem

In this section, we will counting the number of permutation tableaux according to their

shape and give the enumeration of permutations by the non-weak excedance bottom set.

For any S ⊆ [2, n], define the type of the set S, denoted type(S), as (rm1
1 , rm2

2 , . . . , rms
s )

if S =
⋃s
i=1[ri − mi + 1, ri] such that ri ≤ ri−1 − mi−1 − 1 for all i ≥ 2. Obviously,∑s

i=1mi = |S|, r1 = maxS and rs −ms + 1 = minS. We restate Theorem 1.1 as follows.

Lemma 4.1. Let n be a positive integer with n ≥ 2 and S ⊆ [2, n]. Suppose that type(S) =

(rm1
1 , rm2

2 , . . . , rms
s ) and let rs+1 = 1 and Mi = m1 + · · ·+mi for any i ∈ [s]. Then

cdesn(S) =
∑

x1,...,x|S|∈{0,1}

(−1)|S|−
∑|S|

j=1 xj

|S|∏
i=1

(
1 +

i∑
j=1

xj

) s∏
i=1

(
1 +

Mi∑
j=1

xj

)ri−ri+1−mi

.

Suppose that the partition Yλ is contained in the k × (n − k) rectangle. Regard the

south-east border of Yλ as giving a path P = {Pi}ni=1 of length n from the northeast corner

of the rectangle to the southwest corner the rectangle: label each of the steps in this path

with a number from 1 to n according to the order in which the step was taken. Sylvie

Corteel and Philippe Nadeau [3] established a bijection I between permutation tableaux

of length n and permutations of [n]. We state as the following lemma.

Lemma 4.2. [3] There is a bijection Φ from permutation tableaux of length n to Sn.

Moreover, for any permutation tableau T kn , the circular descent of σ = Φ(T kn ) are precisely

the labels on the horizontal edges of P.

For any a partition λ = (λ1, . . . , λk), there exists a unique strictly decreasing sequence

aλ = (a1, . . . , as) with s ≤ k such that there are some j satisfying aj = λi for any i ∈ [k].

On the other hand, let bλ = (b1, . . . , bs) such that bi = |{j ∈ [k] | λj ≥ ai}| for all i ∈ [s].

The pair (aλ, bλ) is called the type of the partition λ, denoted by type(λ).

Corollary 4.3. Fix a partition λ = (λ1, . . . , λk) with λk ≥ 1. Suppose that type(λ) =

(aλ, bλ), b0 = 1 and the length of aλ is s. Then the number of permutation tableaux T kn
with shape λ is equal to

∑
x1,...,xn−k∈{0,1}

(−1)n−k−
∑n−k

j=1 xj
n−k∏
i=1

(
1 +

i∑
j=1

xj

) s∏
i=1

(
1 +

as+1−i∑
j=1

xj

)bs+1−i−bs−i

.

Proof. Let T kn be a permutation tableau with shape λ. Since the type of λ is (aλ, bλ), let

as+1 = 0, all the labels of the horizontal edges of P are in the set S =
⋃s
i=1[a1 − ai + bi +

1, a1 − ai+1 + bi]. Clearly, |S| = λ1 = a1 = n − k. Let mi = as+1−i − as+2−i and ri =

a1−as+2−i+bs+1−i for all 1 ≤ i ≤ s. It is easy to check that type(S) = (rm1
1 , rm2

2 , . . . , rms
s ).
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1314 Hungyung Chang, Jun Ma and Jean Yeh

From Lemma 4.2, it follows that the number of permutation tableaux T kn with shape λ is

equal to cdesn(S). Lemma 4.1 implies that the number of permutation tableaux T kn with

shape λ is

∑
x1,...,xn−k∈{0,1}

(−1)n−k−
∑n−k

j=1 xj
n−k∏
i=1

(
1 +

i∑
j=1

xj

) s∏
i=1

(
1 +

as+1−i∑
j=1

xj

)bs+1−i−bs−i

.

We also need the following lemma [15].

Lemma 4.4. [15] There is a bijection Ψ from permutation tableaux of length n to Sn.

Moreover, for any permutation tableau T kn , the non-weak excedance bottoms of σ = Ψ(T kn )

are precisely the labels on the horizontal edges of P.

Combining Lemmas 4.2 and 4.4, we immediately obtain the following corollary.

Corollary 4.5. Let n be a positive integer with n ≥ 2 and S ⊆ [2, n]. Then nwexbn(S) =

cdesn(S) and
∑

σ∈Sn
xNWEXBn(σ)y

|NWEXBn(σ)| =
∑

σ∈Sn
xCDESn(σ)y

|CDESn(σ)|.
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